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Audio intercepts

@ Any audio intercept is a mixture of
e Environmental sounds: any non-speech sounds
e Human speech: single or multi-speaker
@ Analyzing the intercepts of conversations is of importance to
forensics and other investigations
o ldentifying the probable geographical location and the speaker
is useful for tracking the suspect
@ Background environmental noise => Probable geographical
location
@ Speaker = Possible suspect

Every audio intercept includes environmental sound in the
background and speech at specific intervals
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Dictionary

o A dictionary is a matrix D € IRP*K (with p as the dimension
of the acoustic feature vector) containing K column vectors
called atoms, denoted as d,, 1 < n < K

@ K > p for an overcomplete dictionary

ds dm d15 dzo dzs dSo d35 d40 d45 d

Visualization of a sample dictionary, D with p =20, K = 50
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D is known and x €

x = arg min distance(y, Dx)
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Any known real valued feature vector
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Source Recovery
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Number of non-zero values in x is constrained:

HEEORECOEOOOOOREOOOEOROORCOONORERCOECOOn

x = arg min distance(y,y) s.t. |[x|lo </
X Sparsity <y

-

where Y = Dx and / is the sparsity constraint
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Problem definition

@ Noisy speech signal, s[n] is simulated as a linear combination
of two sources, a speech, ss,[n] and a noise source, sps[n].

s[n] = ssp[n] + sns[n] (1)

@ The speech and noise are constrained to belong to a specific
set of speakers and noise sources

@ The signal is classified as belonging to one of the predefined
speaker and noise sources
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Sample noisy speech signal

TIMIT:flodO speaker
T
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Figure: lllustration of utterance from a female speaker, factory noise and
the noisy speech signal at an SNR of 0 dB. Star marks in (c) indicate

framewise energies.
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Feature vector extraction and dictionary learning @&

@ A frame size of 60 ms shifted by 15 ms is considered for
feature vector extraction

e Fourier transform (FT) of each frame, called as STFT (short
time FT) is computed and its magnitude is used as the
feature vector y;

@ Dictionary learning involves random selection of K = 500
number of feature vectors
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Noise classification stage

e Given T frames from s[n], and the corresponding feature

vectors y;, 1 < i < T, the energy of each frame is
N 2

Ey (i) = llyill3

@ Ten feature vectors having the lowest energy are extracted as

Ymin = [y (10)]

o A concatenated dictionary is constructed from the individual
noise source dictionaries as Dps = [D}..DNrs]

o The jt" column of Y,in can be represented as

Y0 = [Dps--Dpglix1---xpy, I ()

@ The noise source is estimated as the index m which gives
maximum absolute sum of correlation :

10
rﬁ:afgm?XZH(Dks)TY(j)Hl (3)
=1



Proposed method
0000e0

Speaker classification stage

@ The test feature vectors y; from s[n] (60% of the feature
vectors, whose energies are higher than those of the other
40%), are represented as linear combination of the dictionary
atoms from the estimated noise source, D and

. e N
concatenation of speaker source dictionaries [DZ,....Dsy"]

y = [DLy-...D5p” DIR[x] .. xHy, xh] = Dx (4)

where D = [Dslp....Dé\,l,SPD,’?;], x = [xg-xy, xg]

@ The weight vector, x is estimated by minimizing the distance,
distance(y, Dx) using ASNA by Virtanen et. al. "Active-Set
Newton Algorithm for Overcomplete Non-Negative
Representations of Audio", 2013
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Speaker classification stage: Measure evaluated

e A new measure Total Sum of Weights (TSW) is defined as
the total absolute sum of elements of x;, 1 < i < N, for all
selected feature vectors y;,

TSW; = x|l Vy =y, 1< <L (5)
J

Here, L is equal to the count of the 60% of the feature
vectors having high energy

@ The speaker source is estimated as the index n

i = argmax TSW; (6)
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Implementation details

@ Database used

e Ten different noise sources taken from Noisex database:
http://www.speech.cs.cmu.edu/comp.speech/Section1/Data/noisex

e Data from ten randomly selected speakers from dialect 5 of
training set of TIMIT database

@ All the audio signals are sampled at 16 kHz

@ Speech segments are added to the noise test signal at
randomly selected intervals ensuring a minimum of 200 ms
gap between consecutive speech segments

@ The test signal is simulated at a local SNR of —10, 0, 10 and
20 dB.
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Confusion matrix and classification accuracy mile

Table: Confusion matrix showing the estimated sources for all
combinations of speaker and noise sources at a SNR of 0 dB. Only
misclassified speakers are shown in the table.

Noise >

Speaker | white | factoryl | hf-channel | f16 cockpit | jet cockpit
fsmsl * * * * *
flod0 fbjl0 * * * *
mmabl | fbjl0 | mmwb0 * mtat0 mtat0
fbjlo * fsmsl fsmsl * fsmsl

mmeO * * * * *

mmdml * * * * *
mges0 fbjlo | mmwb0 * mtat0 mmwb0
mtat0 fbjlo * * * *
ftbw0 fbjl0 * * * *
mram0 | fbjl0 | mmwb0 mges0 * *

Table: Classification accuracy of speaker and noise sources

SNR(dB) [-10] 0 | 10 | 20
Speaker (%) | 37 | 83 | 99 | 100
Noise (%) | 100 | 100 | 100 | 100
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