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4.5 Results

Table 4.1 Classification results on the OCT dataset. We report Accuracy, Precision, Recall, Fl-score,
Weighted F1l-score and Macro Fl-score for individual class IRF, SRF, and PED pathologies. The best
results in this table are shown in bold.

Methods Classes | Accuracy | Precision | Recall | F1-score | Weighted F1-score | Macro Fl-score
IRF 0.959 0.759 0.928 | 0.835

Optic-Net [?] SRF 0.203 0.203 1.00 0.338 0.466 0.530
PED 0.255 0.255 1.00 0.407
IRF 0.975 0.892 0.881 0.886

MobileNetV2 [?] SRF 0.951 0.889 0.870 0.879 0.662 0.744
PED 0.780 0.614 0.376 0.467
IRF 0.931 0.751 0.925 0.829

Small Inception-ResNet-v2 [?] SRF 0.984 0.781 0.91 0.841 0.715 0.760
PED 0.933 0.519 0.795 0.608
IRF 0.977 0.911 0.880 | 0.895

Xception Net [?] SRF 0.952 0.902 0.856 0.878 0.758 0.806
PED 0.796 0.580 0.729 0.646
IRF 0.842 0.751 0.832 0.789

Concatenated Segmentation model (Ours) | SRF 0.829 0.7121 0.861 0.784 0.702 0.734
PED 0.775 0.554 0.743 0.628
IRF 0.969 0.862 0.858 0.86

BinaryFlow Inception(Ours) SRF 0.948 0.861 0.887 0.873 0.798 0.823
PED 0.871 0.765 0.711 0.737
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